
Nowhere to Hide
PL&B’s 33rd Annual International
Conference, St. John’s College,
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around the globe

• Data breaches: How to
prevent them and how to
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• My business wants to
monetize its data – Help!
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ICO publishes final online Age
Appropriate Design Code 
DPIAs, high level privacy settings and switching profiling “off” by
default are aspects required by this code, subject to Parliamentary
approval. By Ben Slinn of Baker & McKenzie. 

On 21 January 2020 the ICO
published its Age Appro-
priate Design Code of prac-

tice for online services following a
public consultation in April 20191.
The ICO is required to prepare this
statutory Code under  Section 123 of

the Data Protection Act 2018. In
terms of next steps, the Code needs
to be approved by Parliament, and
following such approval there will be
a 12-month transition period before

UK seeks an independent data
protection policy
Full alignment with the GDPR cannot be taken for granted any longer
as Boris Johnson, the Prime Minister, steers away from commitments
made in the Withdrawal Agreement. By Laura Linkomies.

The UK’s negotiating mandate
with the EU on the UK-EU
future relationship, published

on 27 February, states that the “UK
will have an independent policy on
data protection at the end of the
 transition period and will remain

committed to high data protection
standards”. This strategy is set and
the focus is now on making it work.

The UK is seeking two adequacy
decisions from the EU (one under

Continued on p.3
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Negotiations on EU-UK future
relationship start in Brussels
The first round of the EU-UK future partnership negotiations have
started, and will be followed by further negotiation rounds every
two to three weeks in Brussels and in London. A high-level meeting
is planned for June 2020. For data protection, if negotiations on
adequacy for data transfers from the EU to the UK are simply at a
technical level, the proposed timescale (end of 2020) could just be
workable. However, at a political level, if data protection is used as a
bargaining chip in the negotiations, things get much more
complicated. 

In the meantime, the UK is starting to conduct its own adequacy
assessments (see p.1). It is hoped that the UK adequacy assessments
and decisions can be taken more quickly than the EU has done, but
this remains to be seen. For now, everything remains business as
usual as the GDPR will continue to apply in the UK, and UK and
EEA-based controllers will not need to take any immediate action.
But as the Prime Minister seems to be more than willing to steer
away from the GDPR, we need to monitor developments closely
and, no doubt, organisations are paying even more attention to
alternative transfer mechanisms. 

In this issue we assess developments in biometrics (p.19 and p.22),
and the emerging Children’s Code which still needs Parliamentary
approval but will signify a shift in attitudes and practice (p.1). A
different kind of dilemma is the interface between anti-money
laundering and data protection laws. Can there ever be common
ground? Perhaps, suggests our correspondent on p.14.

The ICO is considering its role in the data ethics debate with a
view to launching a public consultation in the second quarter of
2020. Read my interview with Ellis Parry, who is the ICO’s newly
appointed Data Ethics Adviser, Technology and Innovation. The
ICO is again expanding its horizons to new areas (p.7).

Laura Linkomies, Editor
PRIvACy LAwS & BUSInESS 
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the Code takes effect. The ICO expects
the transition period to end in autumn
2021. 

The Code is likely to have a sig-
nificant impact on the design of
online services and related data pro-
tection compliance. The ICO
launched a consultation on 26 Febru-
ary 2020 (open until 27 March 2020)
on a package of support it intends to
publish to assist organisations with
conforming to the Code2. 

The Code sets out a bold new
vision for how online services likely
to be accessed by children under the
age of 18 should be designed from a
data protection perspective, as well as
aiming to instigate significant change
not just in the UK. The Information
Commissioner notes in her foreword
that the Code is “the first of its kind”
and is intended to “lead to changes in
practices that other countries are
 considering too”.

te^q albp qeb `lab ^mmiv ql\=
The Code can apply to more services
that you may initially expect. The Code
applies to “information society serv-
ices” which are “likely” to be accessed
by children. Children, for these pur-
poses, is anyone under the age of 18,
which follows the approach set out in
the United nations Convention on the
Rights of the Child. 

The Code applies to new as well as
existing services. Therefore, existing
services should be reviewed to deter-
mine if they are within the scope of the
Code and if so, assess what steps are
required to comply with the Code. 

It is not the case that all services
that children could possibly or theo-
retically access are subject to the
Code, and factors taken into account
in determining whether the Code
applies would include the nature and
content of the service, whether it has
particular appeal for children, the way
the service is accessed and any
 measures that are in place to prevent

children from accessing the service.
However, if an online service is

“likely” to be accessed by a child, then
the Code will apply. This is deter-
mined on the basis of whether it is
more probable than not that children
will access or use the service.
 Therefore, the Code has a much wider
reach than just services that are
 specifically aimed at children.

In practice this means many online
services may be subject to the Code,
including apps, programs, connected
toys and devices (including “home
hub” interactive speakers), search
engines, social media platforms,
streaming services, online games,
news or educational websites and
websites that offer goods or services
over the Internet. 

The Code does not apply to certain
online services including some pro-
vided by public authorities (if not typi-
cally provided on a commercial basis),
websites which just provide informa-
tion about a real world service or

Age ... from p.1

should not be any role for the Court of
Justice of the European Union (CJEU)
in resolving UK-EU disputes on law
enforcement and judicial cooperation
in criminal matters. 

More generally, the document
states that the government will not
negotiate any arrangement in which
the UK does not have control of its
own laws and political life. “That
means that we will not agree to any
obligations for our laws to be aligned
with the EU’s, or for the EU’s institu-
tions, including the Court of Justice of
the European Union, to have any
jurisdiction in the UK.”

f`lÛp olib fk brolmb
As the withdrawal Agreement
excludes UK bodies from participation
in the decision-making and governance
of EU bodies, the ICO is no longer a
member of the European Data

 Protection Board (EDPB). The ICO
can now attend EDPB meetings only
by invitation and as and when discus-
sions focus on a subject on which the
ICO’s views are wanted. The ICO does
not have any voting rights. It is hoped
that the ICO will be able to participate
effectively in the cooperation and con-
sistency mechanisms, especially if it is
acting as a lead supervisory authority in
a cross-border case. 

The negotiating mandate says that
‘the UK will also seek appropriate
arrangements to allow continued coop-
eration between the UK Information
Commissioner’s Office and EU
Member State data protection authori-
ties, and a clear, transparent framework
to facilitate dialogue on data protection
issues in the future.’

The government’s negotiating mandate
on the UK-EU future relationship, issued
on 27 February 
assets.publishing.service.gov.uk/govern
ment/uploads/system/uploads/attachment_
data/file/868874/The_Future_Relationshi
p_with_the_EU.pdf

inforMation

1    The Data Protection, Privacy and
Electronic Communications
(Amendments etc) (EU Exit)
Regulations 2019.

2    www.privacyshield.gov/article?
id=Privacy-Shield-and-the-UK-FAQs

3    www.lexology.com/library/
detail.aspx?g=cc9a63df-1c9e-4e52-
8881-5f585c518209

referenCeS

John Whittingdale was appointed Minister
of State for Media and Data in the
Department for Digital, Culture, Media and
Sport (DCMS) on 14 February. 
He previously served as Secretary of State
for the same department from May 2015

until July 2016. He has oversight of EU
negotiations, overall international strategy
including approach to future trade deals,
and responsibility for data and National
Archives. 
Caroline Dinenage has responsibility for

Online Harms and Security, and Matt
Warman for Cyber Security.  
The Secretary of State, oliver Dowden,
has overall responsibility for strategy and
policy across the department and
management of Brexit for the department. 

DCMS MiniSteriaL teaM ConfirMeD

https://www.lexology.com/library/detail.aspx?g=cc9a63df-1c9e-4e52-8881-5f585c518209
https://www.lexology.com/library/detail.aspx?g=cc9a63df-1c9e-4e52-8881-5f585c518209
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https://www.privacyshield.gov/article?id=Privacy-Shield-and-the-UK-FAQs
https://www.privacyshield.gov/article?id=Privacy-Shield-and-the-UK-FAQs
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/868874/The_Future_Relationship_with_the_EU.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/868874/The_Future_Relationship_with_the_EU.pdf
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 business, traditional voice telephony
services (although Internet based
voice/vOIP is within scope), preventa-
tive or counselling services as well as
general broadcast services (although on
demand services are within scope). 

te^q albp qeb `lab
^`qr^iiv obnrfob\=
The Code includes 15 standards of age
appropriate design for services that it
applies to. This has been reduced from
the consultation version which included
an additional standard regarding gover-
nance and accountability, although gov-
ernance and accountability are still
addressed in the Code.
_Éëí= fåíÉêÉëíë= çÑ= íÜÉ= `ÜáäÇ: The

best interests of the child is the primary
consideration when designing/devel-
oping an online service likely to be
accessed by a child, which requires
considering the needs of the child and
deciding how these needs can be best
supported in the design of the service.
It is possible to pursue your own com-
mercial or other interests, but if there is
a conflict, the ICO’s view is that com-
mercial interests are unlikely to out-
weigh a child’s right to privacy.  
a~í~= mêçíÉÅíáçå= fãé~Åí= ^ëëÉëëJ

ãÉåíëW A DPIA will be required for
online services likely to be accessed by
children. Such DPIAs will need to
include additional elements in each
stage of the DPIA to assess, explain and
document how each of the standards of
the Code have been complied with. In
addition, the ICO’s expectation is that
larger organisations should conduct
some form of consultation with
 children and parents in most cases as
part of the DPIA process. 
^ÖÉ= ^ééêçéêá~íÉ= ^ééäáÅ~íáçåW

One of the main changes to the stan-
dards from the consultation version is
that Age Appropriate Application now
requires a “risk-based approach” to
recognising the age of users to effec-
tively apply the standards of the Code
to children. In addition, rather than
applying the standards of the Code to
all users unless there is a “robust” age
verification mechanism in place to dis-
tinguish between adults and children,
the final version of the Code states
that either the age of the user should
be established with a “level of cer-
tainty” that is appropriate to the risks
to the rights and freedoms of children

from the data processing, or the stan-
dards of the Code should be applied to
all users. The protections and safe-
guards in place should be tailored to
the age of the child. 
qê~åëé~êÉåÅóW The privacy infor-

mation provided to children should be
prominent, concise and in clear lan-
guage that is appropriate to the age of
the child. This can include “bite-sized”
explanations at the point that personal
data is collected, as well child-friendly
presentation including diagrams, car-
toons, graphics, video/audio, gamified
or interactive content. The ICO’s
expectation is that if user testing is not
conducted, organisations should
 document the reason why in the DPIA.
aÉíêáãÉåí~ä=ìëÉ=çÑ=Ç~í~: This stan-

dard is potentially very wide, and
requires that children’s personal data
should not be used in a way that has
been shown to be detrimental to their
wellbeing, or goes against industry
codes of practice, government advice or
other regulatory provisions. The Code
advocates a pre-cautionary approach,
so even if there is no definitive evidence
of detriment to wellbeing (e.g. if fur-
ther research or evidence is required to
determine this) then children’s personal
data should not be used for that
 purpose. 
mçäáÅáÉë= ~åÇ= `çããìåáíó= pí~åJ

Ç~êÇëW The ICO’s general principle
here is say what you do, and do what
you say. The ICO expects you to
uphold your own published terms,
policies and community standards (e.g.
privacy policies, age restrictions,
 content policies and behaviour
rules/community guidelines). 
aÉÑ~ìäí= pÉííáåÖëW Default settings

should be “high privacy”, unless you
can demonstrate a compelling reason
for a different default setting, taking
into account the best interests of the
child. Children should not be “nudged”
towards selecting a lower privacy set-
ting. Privacy settings should be pro-
vided for any processing of children’s
personal data for additional or optional
elements of the service that go beyond
the core service (e.g. personalisation).
a~í~=jáåáãáë~íáçåW=Only the min-

imum amount of personal data should
be collected and retained to provide the
element(s) of the service that the child
is actively and knowingly engaged in,
and children should be given separate

choices over which elements they wish
to activate.
a~í~=pÜ~êáåÖW=Children’s personal

data (including inferred or derived
data) should not be disclosed unless
you can demonstrate a compelling
reason for doing so, taking into account
the best interests of the child. In the
ICO’s view it is unlikely that selling
children’s personal data for commercial
re-use would be a compelling reason.
dÉçäçÅ~íáçåW Options for collect-

ing geolocation data should be turned
off by default, unless you can demon-
strate a compelling reason for having
geolocation on by default, taking into
account the best interest of the child. In
the ICO’s view any geolocation serv-
ices that are additional to the core serv-
ice should be subject to a separate pri-
vacy setting. when location tracking is
active, an obvious sign should be pro-
vided to the child. Options that make a
child’s location visible to others must
revert to “off” by default at the end of
each session.
m~êÉåí~ä= `çåíêçäëW Age appropri-

ate information must be provided to
children about parental controls if
these are provided as part of the service.
An obvious sign must be provided to
children when they are being moni-
tored if the service allows the parent or
carer to monitor the child’s behaviour
online or track their location.
mêçÑáäáåÖW Options which use pro-

filing should be switched “off” by
default, unless you can demonstrate a
compelling reason for profiling to be
on by default, taking into account the
best interests of the child. Most
 profiling should be subject to a privacy
setting, and only profiling that is essen-
tial to the core service (completely
intrinsic to the service) would not
require such a setting. In the ICO’s
view, privacy settings should always be
provided for behavioural advertising
used to fund the service, where it is not
part of the core service the child wants
to access. In addition, profiling should
only occur if there are appropriate
measures in place to protect the child
from any harmful effects (in particular
content that is detrimental to health or
wellbeing).
kìÇÖÉ= qÉÅÜåáèìÉëW nudge tech-

niques (features that encourage or
lead users to follow a preferred path)
should not be used to encourage
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 children to provide unnecessary per-
sonal data or weaken or turn off their
 privacy protections.
`çååÉÅíÉÇ= qçóë= ~åÇ= aÉîáÅÉëW

Connected toys or devices must
include effective tools to enable com-
pliance with the Code. By default, such
services should be suitable for use by
children, and user profile options for
regular users could be implemented to
support use by adults or tailor the serv-
ice to the age of the particular child.
This applies to devices obviously
intended for children such as connected
toys, but is much wider and applies to
any connected device likely to be used
by multiple users of different ages
including children, e.g. “home hub”
interactive speakers. 
låäáåÉ= qççäëW Prominent and

accessible tools tailored to the age of
the child should be provided to help
children exercise their data protection
rights and report concerns.

te^q pelria tb pq^oq alfkd
ql mobm^ob\=
Although the Code is not likely to take
effect until autumn 2021, organisations
should start to prepare now in terms of
changing design processes and review-
ing existing services to ensure they con-
form to the standards of the Code. 

The first step is to work out
whether the Code applies to your exist-
ing services. Since the Code can poten-
tially apply to a much wider range of
services that just those traditionally
viewed as being targeted at children,
you should take particular care when
carrying out this assessment. If you
reach the conclusion that the Code
does not apply, the ICO expects you to
have documented the reasons why.

If you conclude that the Code does

apply to your service, you will need to
be prepared to demonstrate to the ICO
how your services comply with the
standards of the Code. A good way of
doing this would be to document how
you have complied in practice with
each of the requirements of the Code
(for example via an updated DPIA),
and be in a position to be able to pro-
vide the ICO with copies of relevant
policies, DPIAs, training and records
of processing if required. 

In practice, in order to prepare you
will need to consider: 
•    updating DPIA templates to

include additional areas demon-
strating how the service complies
with the standards of the Code, as
well as conducting/updating
DPIA on existing services and
consulting with children/parents
where  necessary; 

•    reviewing existing/introducing new
age verification mechanisms where
necessary; 

•    reviewing/creating new informa-
tion and resources for child users
appropriate for their age, and test-
ing this where appropriate; 

•    ensuring age appropriate tools are
in place for children to exercise
their rights under data protection
laws; 

•    reviewing your existing services and
ensuring design changes are made
where necessary in light of the stan-
dards set out in the Code, including
default privacy settings, profiling,
nudge techniques, just in time
notices etc. 

te^q e^mmbkp fc tb al klq
`ljmiv\=
The ICO is required under the Data
Protection Act 2018 to take compliance

with the Code into account when
deciding if an online service has
 complied with the GDPR and Privacy
and Electronic Communications Regu-
lations 2003 (PECR). 

Regulatory enforcement action is a
realistic possibility given that children’s
data is one of the ICO’s regulatory pri-
orities. The ICO has stated that where
it seems that harm or potential harm to
children is likely, it will take more
severe action against a company than it
otherwise would for other types of per-
sonal data. The ICO has also stated it is
more likely to take formal enforcement
action if proper steps have not been
taken to comply with the Code and
there is clear evidence or constructive
knowledge that children are likely to
access the service, and clear evidence of
a significant risk from the use of
 children’s data. 

Complying with the standards of the
Code will be a key way of demonstrat-
ing compliance with data protection
laws in the context of online services
likely to be accessed or used by children. 

Ben Slinn is  a Senior Associate at Baker
& McKenzie LLP. 
Email: Benjamin.Slinn@bakermckenzie.com

author

1    ico.org.uk/for-organisations/guide-to-
data-protection/key-data-protection-
themes/age-appropriate-design-a-
code-of-practice-for-online-
services/information-commissioner-s-
foreword/

2    ico.org.uk/about-the-ico/news-and-
events/news-and-blogs/2020/02/ico-
consultation-on-a-package-of-
support-for-the-providers-of-online-
services/

referenCeS

The government, providing a summary
of the feedback from last summer’s con-
sultation on the Online Harms white
Paper, suggests a regulatory regime that
would apply to platforms that allow
users to share or discover user-gener-
ated content, or interact with each other
online. The government estimates that
fewer than five per cent of UK busi-
nesses will be in scope. 

As part of the new duty of care,
social media companies and others
caught by this regulation would have to
minimise risk of illegal content appear-
ing, and remove any illegal content.
Companies will be expected to have
effective and easy-to-access user com-
plaints functions, and they will need to
respond to users’ complaints within an
appropriate timeframe, and to take

action consistent with the expectations
set out in the regulatory framework.

The government is suggesting
Ofcom as the regulatory body. The reg-
ulator would have extensive enforce-
ment powers, including the ability to
issue substantive fines. 

• See www.gov.uk/government/
consultations/online-harms-white-paper

Government proposes regulating online harms

https://www.gov.uk/government/consultations/online-harms-white-paper
https://www.gov.uk/government/consultations/online-harms-white-paper
https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2020/02/ico-consultation-on-a-package-of-support-for-the-providers-of-online-services/
https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2020/02/ico-consultation-on-a-package-of-support-for-the-providers-of-online-services/
https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2020/02/ico-consultation-on-a-package-of-support-for-the-providers-of-online-services/
https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2020/02/ico-consultation-on-a-package-of-support-for-the-providers-of-online-services/
https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2020/02/ico-consultation-on-a-package-of-support-for-the-providers-of-online-services/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services/information-commissioner-s-foreword/
MAILTO:Benjamin.Slinn@bakermckenzie.com


Join the Privacy Laws & Business community

International Report Subscriptions

privacylaws.com/reports

PL&B reports are one of the best sources of data protection information
available today, especially the articles written by experienced practitioners who
generously share insights and knowledge. In terms of quality, PL&B reports are
in a league of their own.

Lucy Inger, Director, Lawmatrix 

Satisfaction Guarantee
If you are dissatisfied with the Report in any way, the 
unexpired portion of your subscription will be repaid.

NK=páñ=áëëìÉë=éìÄäáëÜÉÇ=~ååì~ääó

OK=låäáåÉ=ëÉ~êÅÜ=Äó=âÉóïçêÇ
Search for the most relevant content
from all PL&B publications and
events. you can then click straight
through from the search results into
the PDF documents.

PK=bäÉÅíêçåáÅ=sÉêëáçå
we will email you the PDF edition
which you can also access via the
PL&B website. 

QK=m~éÉê=îÉêëáçå=~äëç=~î~áä~ÄäÉ
Postal charges apply outside the UK.

RK=kÉïë=réÇ~íÉë
Additional email updates keep you
regularly informed of the latest
developments in Data Protection,
Freedom of Information and relat-
ed laws.

SK=_~Åâ=fëëìÉë
Access all PL&B UK Report back
issues. 

TK=bîÉåíë=açÅìãÉåí~íáçå
Access UK events documentation
such as PL&B Annual International 
Conferences, in July, Cambridge.

UK=eÉäéäáåÉ=båèìáêó=pÉêîáÅÉ
Contact the PL&B team with 
questions such as the current status
of legislation, and sources for specific
texts. This service does not offer legal
advice or provide consultancy.

Stay informed of data protection 
legislative developments.

Learn from others’ experience 
through case studies and analysis.

Incorporate compliance solutions 
into your business strategy.

Learn about future government/ICO plans.

Understand laws, regulations, court 
and tribunal decisions and what they 
will mean to you.

Be alert to privacy and data protection law
issues and tech developments that will
affect your compliance and your reputation.

The PL&B United Kingdom Report, published six times a year, covers the Data Protection
Act 2018, the Freedom of Information Act 2000, Environmental Information Regulations
2004 and Privacy and Electronic Communications Regulations 2003.

Included in your subscription:

PL&B’s United Kingdom Report will help you to:

Privacy Laws & Business also publishes 
PL&B International Report, the world's
longest running international privacy laws
publication, now in its 33rd year.
Comprehensive global news, currently on
165+ countries, legal analysis, management
guidance and corporate case studies on
privacy and data protection, written by
expert contributors 

Read in more than 50 countries by
regulators, managers, lawyers, and
academics.

Subscription licences are available: 
• Single use 
• Multiple use 
• Enterprise basis
• Introductory two and three years discounted
options 

Full subscription information is at 
privacylaws.com/subscribe

https://www.privacylaws.com/subscribe/
https://www.privacylaws.com/reports



